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Abstract--In recent times Massive Multiplayer Online Game has appeared as a computer game that enables hundreds of players from all 
parts of the world to interact in a game world at the same time instance. Current architecture used for MMOGs based on the classic tightly 
coupled distributed system. While, MMOGs are getting more interactive same time number of interacting users is increasing, classic 
implementation architecture may raise scalability and interdependence issues. This requires a loosely coupled service oriented architecture 
to support evolution in MMOG application. In this paper we have proposed a service oriented architecture for massive multiplayer online 
game and web services. This increases the scalability and security of the system. 
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1 INTRODUCTION 
Online games give the player the ability to compete against 
other players over a network [1]. Massively multiplayer 
online game is a type of online computer game that enables 
hundreds or thousands of players from various parts of the 
world to simultaneously interact in a gaming environment 
they are connected to via the network. Game designers 
have successfully built multiplayer (MP) and massively 
multiplayer online games (MMOG) using different 
approaches. MMOGs were first introduced by various 
companies as Massive Multiplayer Online Role Playing 
Game (MMORPG). A key difference between the multi-
player (MP) online game and MMOG suggested in [1] is 
scale and the associated infrastructure to support it. In MP 
games, the numbers of concurrent players are between 16 
and 32. The game can be played either stand-alone or in 
multiplayer-network mode, and one of the players 
machines acts as the server. The game duration is short-
lived and if the server crashes, the game is severely 
disrupted.   
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Today MMOG’s, with hundreds of thousands of players 
online at the same time; also span hundreds of servers. 
Game session must last for a long time requiring it to be run 
on dedicated servers equipped with a persistent database. 
Network bandwidth to support the game related traffic also 
comes with a cost.I proposed a game that allows users to 
interact in a network. This game use both Massive 
Multiplayer Online Game (MMOG) and Distributive 
systems for interaction between the different users which 
are playing game. The interaction between different users 
and game is with the help of web services. Because web 
service is the most secure medium to interact with server. 
Previously the interaction between client and server was 
done by the socket. The result is user make more than one 
attempt which result is misuse of the game. So we see how 
this problem overcomes.  

2 RELATED WORK 
In this section we discuss current implementation 
approaches and some pros and cons of the existing MMOG 
architectures. 
 
2.1 Client-Server Architecture 
Some first person shooter online games like Quake and 
Doom typically use the client-server architecture. In this 
architecture a single server is responsible for handling of 
game states and clients. Quake II [2] like almost all virtual 
reality games, also follows a popular server based topology 
in which a single server maintains the state of the game 
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world. The game state is a collection of objects associated 
with which a small part of the game world. These parts can 
be computer controlled player, terrain etc. Functions 
determine the actions of the player and allow freedom to 
interact with other players. At each iteration server is 
responsible for function invocation and assigning players 
actions. Bharambe et. All in [3] also discusses to some 
extent the scalability analysis of Quake II. This architecture 
cannot be assumed to bear load of such a large number of 
users.  
 
2.2 Mirrored & Scalable client-Server Architecture 
This architecture is similar to client-server architecture but 
now each server maintains its own copy of game state. All 
copies of game states should be identical and there is 
critical requirement of synchronization between each 
server. Clients are now distributed amongst a number of 
servers which reduces the load on a single server. So this 
architecture presents flexibility in terms of scaling. This 
technique with the issue of synchronization between 
servers is discussed in [4]. It is difficult to maintain this 
synchronization technique when large numbers of players 
are online in MMOG and the environment has become 
highly dynamic. In addition since each server has a local 
copy of whole game state, when network becomes highly 
scalable, additional resources may be needed on the server 
for brisk processing capabilities. 
 
2.3 Peer to Peer Games 
Another area of extensible research presented some of 
which in [5], [6] and [7]. Game state is stored in peers and 
each peer is responsible for its own region. Peer to peer 
systems are not under the centralized control of the game 
server. Concept of multicasting is used where client in a 
periodic and distributed way send update to all other peers 
involved in a game session. This architecture consumes a 
lot of bandwidth too. It is also less reliable in terms of 
security as global game state is stored in local peer. So 
malicious peers can modify the game state and propagate 
to other peers. A specific middle-ware is also designed in 
[9] to work between application and network layer. This 
layer is specific to peer to peer games and very much 
application specific considering QoS concerns. 
 
2.4 Distributed Deployment Techniques 
Some research designs including specific middle-ware 
design techniques have used server clusters to improve the 
scaling of server oriented design. Although server control is 
desirable for tight administrative policies in some cases, a 
distributed architecture can address many challenges. As 
discussed in previous section, scaling is the critical issue for 

MMOG which can be well addressed having distributed 
architecture. Single point of failure risk in case of client- 
server architecture can also be eliminated by distributed 
architecture. Such design techniques are presented in [8], 
[9] and [10]. Main idea is to take advantage from locality of 
interest to distribute the game across several game servers 
and reduce computational constraints on each single server 
as well as bandwidth requirement. These designs give 
ability to handle a very large number of simultaneous users 
and provide enough computational capability to simulate 
the gaming algorithms. Distributed design can make use of 
third party server deployment also but comes with inter-
node communication costs and latencies. These distributed 
architectures belong to tightly coupled systems making 
strong assumptions about the interface of interconnected 
components. So changes in one component’s interface 
reflect it to the entire components interface having 
significant impacts on all the components. 
     As a result these systems are more difficult to modify 
and they require a retest of the entire components 
associated with the same interface. These systems also 
suffer limitations in independent and incremental 
development, lack of support to impedance mismatch and 
no dynamic real time adaptation. In each game server 
assigns dynamic microcells, each of which contains a very 
small portion of the large game state. The Microcells can be 
distributed between servers to balance game load 
efficiently.  

3 PROPOSED WORK 
Game Server: It is a simple online game server that allows 
user to play single player or multiplayer games. 
 
Game Client: This server deals with the information related 
to the player or client. Main purpose of this server is to 
want register user, which communicate with the Game 
servers. 
 
Game Engine: Provide the gaming interface to the game 
client where client or user can play our game.  
 
In the figure 3.1 a server is connected to the entire game 
client. Firstly we start a server. When a server is start they 
appear a message “Server Is Started” when a new player 
wants to enter in game. A request is made by the client to 
server. This request is transfer to the server. 
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Figure 3.1 

A server responds back to the client. A special web service 
is launch and appear a client game interface to the player 
 
In figure 3.2 tell us about how game client works. A client 
will be first registered, than only he can play the game.  

 
Figure 3.2 

If the game is presently running then client or user 
information is send to the server by the user interface. This 
information is shared by the server to all the other users. 
Which are playing the game. The game is presently not 
running than it will stop all the services after sending all 
information to the server. Once this is done the user gets. If 
the player want to register than he play the game. 
Otherwise a game is not played by the player. In figure we 
see se a game client is connected to the server. Server 

provides the interface to the client. Game engine is helpful 
to playing the game. Now we break down large 
applications into smaller modules as services and unify 
different processes. Game server, game client and game 
engine are the smaller modules. The new user interface 
information. This information is update rapidly to the 
server when game is being played. 
   
4 RESULTS AND DISCUSSION 

Sr. No. 
Distributive 

System SOA 

Implementation Easy Easy 

Stability Lesser Higher 

Security High risk Secure 

Scalability Low High 

Table 4.1 
If we talk about the implementation part, services oriented 
architecture (SOA) provides us to make an application and 
it breaks down large applications into smaller modules as 
services and different processes. Different groups of people 
both inside and outside of system can use these 
applications. The problem like heterogeneous system is 
removed by services oriented architecture implementation. 
 
Scalability: scalability as another important issue in 
multiplayer online games, by building the different module 
like game server, game client our game engine, these also 
remove the scalabity. If we want change in module it will 
be easily changed or increase which will overcome the 
scalability problem. 
 
Security: it is main issue in the massive multiplayer online 
game. Because we exchange the sensitive information to the 
users, lots of information is bye pass to the other user. So as 
a security purpose we use the web services.web services is 
the most secure medium to exchange information from one 
system to another.web services passes the information into 
xml format. This is readable by every system. So as 
compare to distributed system a soa provide the high 
security. 
 
5 CONCLUSIONS AND FURTHER WORK 
MMOG architecture require much more than classic tightly 
coupled distributed services. In this paper we have 
proposed a service oriented architecture for the deployment 
of MMOGs. Such architecture provides loosely coupled 
distributed services. Our proposed architecture achieves 
much of its capabilities from an underline ensures service 
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oriented. For the scheme presented in this paper we 
considered web services standards in distributed system. 
To demonstrate the capabilities of our proposed loosely 
coupled service oriented architecture, we implemented a 
services oriented architecture web services. The ease with 
which a new process can integrate in the implemented 
prototype and level of independence available to the 
processes, show the usefulness of such architecture. Due to 
this architecture the application is more scalable, stable and 
secure. 
 
In future we can provide more web services to massive 
multiplayer online game to enhance its functionality. 
Future work will concentrate on extending our architecture 
for MMOG. 
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